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a b s t r a c t 

The direct binary search (DBS) algorithm is an efficient method for the generation of binary holograms, but it is 

also an iterative method involving lengthy computation. Thus, fast non-iterative approaches are more preferred 

in practice even though they yield poorer results. In this paper, we propose a strategy to drastically reduce the 

computational time of the DBS algorithm. First, we show that convergence of the conventional DBS algorithm can 

be significantly improved by optimizing the order in which the pixels are examined. Then, we demonstrate the ef- 

ficiency of a design based on optimization of multiple small blocks of binary pixels through parallel computation. 

Since each block can be optimized in parallel utilizing platforms such as those offering cloud computing services, 

the time to compute the final pattern is determined by the computational time for a single block. The proposed 

block-partition strategy involves a trade-off between the computation time and the quality of the final hologram. 

However, it should be noted that simply randomizing the pixel examination order during the DBS procedure 

reduces the computational time by 67% even without parallel computation. In summary, our proposed method 

facilitates easier generation of high-quality binary holograms in less time than is required by the conventional 

DBS. 
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. Introduction 

The ability of digital holography to provide 3D information has al-

owed it to be applicable to multiple fields. To date, several methods

ave been developed for the acquisition of complex holograms, such

s optical scanning holography (OSH) [1–3] , phase shifting [4–6] , and

resnel incoherent correlation holography (FINCH) [7–9] . Continuous

nhancement of computational power can further improve the possibil-

ty of digital hologram calculation via virtual model-based numerical

ethods [10,11] . 

Numerical reconstruction of complex holograms can be achieved by

pplying the Fresnel formula or the angular spectrum [12,13] . Since 3D

nformation is included in the hologram, the focus of the reconstruction

lane can be adjusted to visualize the desired plane. However, optical re-

onstruction is more difficult because the spatial light modulator (SLM)

evices used for the display are not suitable for complex modulation.

everal reports have described complex modulation with the use of a

ingle SLM [14–20] or multiple SLMs [21,22] . The ideal way to display
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olographic information is to perform complex modulation. Complex

odulation enables the reconstruction of a complex optical field and,

herefore, helps avoid undesired twin image and zeroth order contribu-

ions. However, it usually reduces the resolution (the pixels are divided

nto amplitude and phase) or slows the process down (amplitude and

hase are displayed on two time frames). Resolution and response time

re currently strong limitation factors in the SLM technology that limits

he total size of the viewing window where holograms can be displayed.

he binary format offers many advantages in the field of optical recon-

truction. One major challenge for holographic display is the increased

ize of 3D images, and the binary format is the best option for time mul-

iplexing because it exploits the best bandwidth of the SLM. However,

he conversion of a complex hologram into a binary hologram inevitably

eads to loss of information. Since the proposal of the binary format, sev-

ral methods have been proposed to minimize the loss-induced noise

ntroduced in the image plane during the conversion process. 

The easiest method known to convert a complex hologram into bi-

ary format requires performing a simple threshold operation based on
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Fig. 1. Principle of the DBS algorithm. 
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he sign of the real part of the holographic data. This method is fast,

ut leaves a large amount of noise in the reconstruction plane. Another

on-iterative approach based on bidirectional error diffusion (BERD)

23] has been shown to yield better results by spreading the quantifica-

ion noise away from the center of the image. 

It is generally accepted that the method that yields the best results for

he generation of binary holograms is the direct binary search (DBS) al-

orithm [24,25] . However, the price to pay for implementing the DBS al-

orithm is prolonged computational time, since it is an iterative method

hat examines each pixel multiple times. Although a few improvements

ave been proposed to reduce the computational time [26,27] , the DBS

lgorithm remains a slow iterative method. One major problem with the

BS algorithm is that the procedure cannot be implemented in parallel

ecause every operation influences the succeeding operations. 

In this study, therefore, we investigated the influence of the order

n which the pixels are examined in order to reduce the number of it-

rations necessary to obtain a satisfying result. Then, we developed a

ethod based on block partition to enable parallel processing of the

BS algorithm and thus substantially decrease the computational time.

. Conventional direct binary search algorithm 

.1. Principle of the algorithm 

The principle of the DBS algorithm is illustrated in Fig. 1 . The im-

ge plane obtained via numerical reconstruction of the original complex

ologram at a given distance z is computed and used as a reference.
313 
hen, the binary hologram is generated, beginning from a random bi-

ary pattern. 

Each pixel of the pattern is tested individually, with the two possible

ixel values being considered each time. After each pixel is tested, nu-

erical reconstructions of the two binary patterns, which are exactly the

ame with the exception of the pixel under consideration, are computed

nd compared to the reference. The comparison is made by computing

he mean square error (MSE) as follows: 

SE = 

1 
𝑀 ⋅𝑁 

∑𝑀 

2 −1 

𝑚 = − 𝑀 
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∑𝑁 

2 −1 
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𝑛 = − 𝑁 2 

||𝐼 𝑚 𝑏𝑖𝑛 ( 𝑚, 𝑛 ) ||2 
(2) 

here Im ref and Im bin are the complex amplitudes computed using the

resnel propagation formula from the complex hologram and the binary

attern, respectively; ( M, N ) refers to the number of rows and columns

f the images; and conj [.] is the operator that gives the conjugate of a

omplex number. The pixel value yielding the smallest MSE is selected,

nd then the next pixel is tested. One iteration is complete when all the

ixels have been tested once; the next iteration then starts following the

ame procedure. 

The MSE is computed only for a given region of interest (ROI) in

he image plane containing the object, as shown in Fig. 1 . This is a

rucial advantage of the DBS algorithm over other methods as it enables

ptimization of the hologram for a selected area of the reconstruction

lane. The size and position of the ROI affects the value of the MSE

nd, therefore, the final result. Similar to observations made when using

hase retrieval algorithms, where the phase holograms are embedded

ithin a large area with zero padding, optimization in this case gives

 better result when the ROI is small with respect to the total size of

he optimized pattern. A large ROI would enable optimization of the

econstruction of larger objects, but the remaining background noise

ould also be higher on average. It is also important to realize that

ven if the original hologram is complex, the pattern computed with

he binary algorithm is not. The conjugate of the object will then be

resent in the plane reconstructed from the binary pattern (see Fig. 2 , for

nstance). In order to ensure optimal convergence of the algorithm, it is

sually best to ensure that the ROI does not include the area containing

he twin image. 
Fig. 2. Binary patterns and their corresponding reconstruction 

planes at different stages of computation of the DBS algorithm. 
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Fig. 3. Illustration of pixel order strategies for the DBS 

procedure. 
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Fig. 4. Effect of the pixel examination order. The binary patterns and corre- 

sponding reconstruction planes obtained after a single iteration are shown for 

the three different strategies. 

Table 1 

Computational time required for each DBS algorithm. 

Visually satisfying Final result 

Lexicographic 3 iterations ( ∼1 h 6 min) 6 iterations ( ∼2 h 12 min) 

Circular 3 iterations ( ∼1 h 6 min) 6 iterations ( ∼2 h 12 min) 

Random 1 iteration ( ∼22 min) 4 iterations ( ∼1 h 28 min) 
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.2. Order of examination of pixels 

One advantage of the DBS algorithm is that the optimization is not

ndependently applied to each pixel, since the entire pattern is opti-

ized. Thus, the order in which the pixels are examined is important.

onventional implementation of the DBS algorithm involves testing the

ixels in lexicographic order, i.e., from the top-left to the bottom-right.

his strategy is considered not very efficient, because the initial opti-

ization of the patterns may be cancelled out in subsequent iterations

y the newly computed binary patterns. This phenomenon is illustrated

n Fig. 2 . The complex hologram used here as an example is a hologram

f 512 × 512 pixels computed from an amplitude image and depth map

cquired with a Kinect system (Microsoft, Kinect sensor V2). 

To prevent the generation of undesired patterns in the initial state,

e investigated strategies that examine the pixels in a different order.

he pixels in the center may contribute to the reconstruction plane more

ignificantly because their diffraction pattern is scattered in all direc-

ions and thus overlap with the diffraction pattern of all the surrounding

ixels. In contrast, the bordering pixels may be relatively less influen-

ial. Based on this assumption, we tested a case in which the pixels are

xamined in a circular order, beginning from the center of the hologram.

e also tested a case in which the pixels are simply examined one by

ne in a randomized order. All three of the pixel examination orders are

llustrated in Fig. 3: the pixels were ordered from 1 (black) to N (white),

ith N being the total number of pixels (262,144 pixels in this example).

We observed that the convergence of the circular order-based DBS

lgorithm was only slightly faster than that of the conventional lexi-

ographic order-based DBS. Moreover, the undesirable pattern visible

t the end of the first iteration with the lexicographic order was only

artially attenuated. However, the random order-based DBS algorithm

ielded significantly improved results. Fig. 4 shows the binary holo-

rams and their corresponding reconstruction planes for each strategy. 

The convergence behavior was examined for each case by computing

he MSE between the ideal complex amplitude and the reconstructions

btained from the binary holograms at the end of each iteration. Fig. 5

resents the evolution of the MSE as a function of the iteration number.

he MSE is normalized by the initial MSE value computed using the

econstruction obtained from the initial random binary pattern. 

The empirical criterion of visual satisfaction is satisfied if the noise

s almost visually imperceptible when the normalized MSE is less than

0%. It is a fact that approximately four iterations are necessary to reach

he final state when the pixels are examined in a randomized order;

owever, in this case, the image quality was found to be very satisfying

fter a single iteration, as shown in Fig. 4 . The computational time for

ach strategy is listed in Table 1 . Since the order of pixel examination

as the only differentiating factor, the computational time for a single

teration was the same for all three cases. The hardware used in this

tudy was an AMD Ryzen 7 1700X CPU with 64GB of RAM, and the

omputational time for one iteration was 22 min. 

As mentioned previously, the long computational time is the primary

rawback of the DBS algorithm. Thus, although it is a very efficient tech-
314 
ique, it is rarely used in practice because of this undesirable feature.

e have demonstrated that, by changing the order in which the pixels

re examined during the DBS procedure, the convergence time of the

lgorithm could be significantly reduced. Moreover, we have demon-

trated that an acceptable result could even be obtained after only a

ingle iteration. 

Since every pixel should be examined at least once, the only way

o reduce the computational time beyond that required for a single it-

ration is to perform operations in parallel. However, when a pixel is

ested, it is the entire pattern that is used to reconstruct the image plane.

herefore, the operations are not independently performed, and paral-

el implementation cannot be considered s feasible when a conventional

BS method is used to implement the algorithm. 

. Parallel implementation of DBS algorithm 

.1. Principle of our proposed block-partition-based method 

When a single pixel is examined to determine is optimal value, nu-

erical reconstruction of the entire pattern is computed, and only this
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Fig. 5. Evolution of the normalized MSE as a function of iter- 

ation number. 
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pecific pixel value is switched. At the beginning of the procedure, the

urrounding pixels are considered to be a random pattern, as they do not

ctively contribute to object reconstruction. However, as the procedure

dvances, more pixels become optimized. Then, for the last pixels to

e examined, the pixel value is determined as based on the cumulative

ontribution of the pattern. This means that there are differences in the

ignificance of the examined pixels, because the first pixel values are

redominantly determined based on their own contribution, whereas

he last pixel values benefit from the active contribution of all of the

reviously examined pixels. However, this problem can be solved in the

onventional DBS algorithm by successively examining the pixels over

everal iterations. 

In this study, we modified the DBS algorithm by incorporating a

lock-partition strategy to optimize the process of pixel value selection.

nstead of examining a pixel as a part of an initial random binary pat-

ern, only a block of binary pixels surrounded by the original complex

alues are optimized, as illustrated in Fig. 6 . 

Our proposed method optimizes each block in a way similar to the

onventional DBS algorithm, with a randomized order of pixel exami-

ation. In the case illustrated in Fig. 6 , four blocks were independently
315 
omputed and assembled at the end of the procedure to form the fi-

al binary hologram. Since the optimization of a block is performed

ithin a hologram that contains complex reference information, even

etermination of the value of the first examined pixel is based on some

onstructive information. 

One very important feature of our method is that the computation

or each block is performed completely independent of that for all other

locks, thus enabling parallel processing. In addition, the main rea-

on for performing several iterations is to confirm that the pixel values

ithin a pattern were optimized during the first iteration. Furthermore,

ith our method, we also observed that subsequent iterations yielded

egligible effect on the final result, as a satisfying result could be ob-

ained with a single iteration. 

.2. Performance of the method 

We tested our method, using blocks of varying sizes, against the

hreshold method, BERD, and the conventional DBS method that im-

lements a single block. The proposed algorithm was implemented by

perating CUDA (Compute Unified Device Architecture) on an NVIDIA
Fig. 6. Principle of the proposed block-partition strategy for 

the DBS algorithm. 
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Fig. 7. Comparison of results obtained using the threshold method, BERD, and DBS algorithm using various block-partitioning strategies. 
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PU parallel programming platform. The performance test was run on

n AMD Ryzen 7 1700X CPU with 64GB of RAM that was equipped

ith an NVIDIA GeForce GTX1080 VGA graphics card. The compari-

on of the different methods is illustrated in Fig. 7 . The conventional

BS algorithm yields a better result compared to the threshold method

nd BERD. In the case of the proposed method, although the compu-

ational time per block decreased, the reconstructed images showed

nly little degradation of quality as the number of blocks increased.

n addition, as the number of blocks increases, the quality of the re-

ults becomes similar to that offered by the threshold method and

ERD. 

With the proposed strategy, the fact that the first pixels to be ex-

mined neighbor randomly distributed pixels is irrelevant. Moreover,

he final result is obtained after a single iteration, and optimization of

ach block occurs independently of the other blocks. This strategy, as

entioned previously, enables parallel processing; however, the fact re-

ains that blocks are not optimized as one all-encompassing pattern.

urthermore, the quality of the final pattern was observed to decrease

s the block size decreased. Since the performance of the DBS algorithm

elies on the optimization of each pixel, which is realized by taking into

ccount the surrounding binary pattern, the performance of the block-

artition strategy is limited by the relatively smaller number of binary

ixels that are optimized simultaneously. We actually observed that the

ase in which a block was as small as a single pixel yielded a result equiv-

lent to that offered by the threshold method. We can therefore describe

ur method as a bridge between the threshold method, in which every
Table 2 

Computational time, MSE, PSNR, and SSIM associated with the threshold metho

Method Threshold BERD 

Number of pixels per block 512 × 512 512 × 512 512 × 512 

Number of blocks in parallel 1 block 1 block 1 block 

Computational time per block ∼0.58 s ∼0.78 s ∼452 s 

MSE 5.976 × 10 3 4.275 × 10 3 1.609 × 10 3 

PSNR 20.366 21.821 26.066 

SSIM 0.245 0.272 0.390 

The values in bold highlight the best results. 

316 
ixel value is determined based on its own contribution, and the con-

entional DBS method, in which the contribution of all pixels is taken

nto account. 

Therefore, there must be a trade-off between the size of the block

nd the quality of the final result. The advantage of using small blocks

s that computation is much faster because there are fewer pixels in each

lock. Since the optimization of each block can be performed in parallel

y utilizing platforms such as those offering cloud computing, the time

o compute the final pattern is determined by the computational time

or a single block. To evaluate the performance of the proposed method,

he MSE, peak signal-to-noise ratio (PSNR), and structural similarity in-

ex (SSIM) were employed. The MSE and PSNR are pixel difference-

ased metrics that are simple to calculate and mathematically facile.

hey take into account the complex amplitude and therefore the preser-

ation of depth information. However, these metrics do not consider the

ay humans perceive images. Humans usually evaluate image quality

ased on the structural information rather than pixel intensities [28] .

SIM measures the similarity between two images by using informa-

ion about luminosity, contrast, and structure [29] . The computational

imes, MSE, PSNR, and SSIM for the threshold method, BERD, and the

roposed method with various block sizes are presented in Table 2 . A

ower MSE value and higher SSIM and PSNR values yielded better image

uality. 

The threshold method and BERD showed a much faster computa-

ional time (less than 1 s) compared to that of the conventional DBS

ethod. However, they exhibited much worse MSE, PSNR, and SSIM
d, BERD, and DBS algorithm for various block sizes. 

DBS 

256 × 256 170 × 170 128 × 128 102 × 102 

2 ×2 = 4 blocks 3 × 3 = 9 blocks 4 ×4 = 16 blocks 5 ×5 = 25 blocks 

∼112 s ∼51 s ∼29 s ∼19 s 

1.657 × 10 3 3.317 × 10 3 3.340 × 10 3 3.688 × 10 3 

25.937 22.923 22.892 22.463 

0.385 0.299 0.297 0.289 
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Fig. 8. Optical reconstructions of binary holo- 

grams obtained using the proposed DBS al- 

gorithm employing different block-partitioning 

strategies, the threshold method, and BERD. 
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Table 3 . 
alues than those of the conventional DBS method. The conventional

BS method required one iteration to obtain a satisfying result, but

he computational time exceeded 7 min. The block-partition strategy

hat we propose allows binary holograms to be generated during a sin-

le iteration, and has a computational time that ranges from approxi-

ately 19 s to less than 112 s, depending on the block size. However,

n increase in the number of blocks results in a higher MSE and lower

SNR and SSIM, though it stays better than the BERD and threshold

ethods. 

. Optical reconstruction 

Fig. 8 shows the optical reconstructions of the binary holograms

enerated using the proposed DBS algorithm with different block-

artitioning strategies, the threshold method, and BERD. The resulting

olograms are Fresnel holograms that were computed to have a recon-

truction distance of 245 mm. The reconstruction was performed by us-

ng a laser emitting at 532 nm (CNI, MGL-III-532), and the SLM used to

isplay the binary hologram was a 1366 × 768-pixel LCoS display with

 pitch of 7 μm (CREMOTECH, C200). 

The optical reconstruction achieved by the conventional DBS algo-

ithm implementing a single block showed better quality and lower
317 
oise than those produced by the threshold method and BERD. As was

bserved in the simulation results, comparison of the optical reconstruc-

ions revealed a slow degradation of the image quality that was coin-

ident with block size reduction. However, although the degradation

as only barely perceptible in the case of the 2 ×2 block-partitioning

trategy, as detailed in Table 2 , the computational time was four times

ess than that required for the conventional single-block strategy. The

roposed DBS algorithm with a larger number of blocks yields more

oisy pixels in the reconstructed image. Noisy pixels could increase the

rightness of the reconstructed image, which may cause poor contrast.

SE, PSNR, and SSIM were computed for the evaluation of the opti-

al reconstruction. A reference image is necessary to compute the MSE,

SNR, and SSIM. However, in optical reconstruction, there is no refer-

nce image. Therefore, we used a black image as the reference image,

nd MSE, PSNR, and SSIM were computed on the black background

f the reconstructed images. The intention is to give an indicator of

he optical quality of the different reconstructed images by quantify-

ng the noise level in a uniform dark region. The MSE, PSNR, and

SIM were computed only for a given ROI, illustrated in Fig. 9 . The

ize of the ROI was equal to the size of the reference image. The MSE,

SNR, and SSIM of the optically reconstructed images are presented in
Fig. 9. Region of interest (ROI) of optically re- 

constructed images for computing MSE, PSNR, and 

SSIM. 

~_^
Highlight
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Table 3 

MSE, PSNR, and SSIM of the optically reconstructed images obtained using different algorithms. 

Threshold BERD DBS 1 block DBS 2 ×2 block DBS 3 ×3 blocks DBS 4 ×4 blocks DBS 5 ×5 blocks 

MSE 6.457 × 10 3 6.371 × 10 3 3.495 × 10 3 3.533 × 10 3 5.795 × 10 3 5.820 × 10 3 5.873 × 10 3 

PSNR 10.030 10.089 12.697 12.649 10.500 10.482 10.443 

SSIM 7.064 × 10 − 4 7.602 × 10 − 4 16.881 × 10 − 4 16.660 × 10 − 4 8.446 × 10 − 4 8.183 × 10 − 4 8.133 × 10 − 4 

The values in bold highlight the best results. 
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. Conclusions 

We have demonstrated a method to significantly reduce the compu-

ational time associated with the DBS algorithm. The limitation of the

roposed strategy is a trade-off between the computational time and

he quality of the final hologram; however, it should be noted that sim-

ly randomizing the pixel examination order during the DBS procedure

educes the computational time by 67% even without parallel computa-

ion. As the computational time represents a major disadvantage in the

BS algorithm, a simple threshold method is typically used to generate

inary holograms. However, we expect that our proposed method can

ake it easier to generate high-quality binary holograms in less time

han is required for the conventional DBS operation. 
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